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Jombols 067069600l g58myggbgds 8o3Mmlighgolremo stjodgddm®ol dyMsmdols
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300 393535, 0miYd J5M39e0d30¢0, F5¢n3s 3595¢mdody

Logo®m39eml ¢gdbolzmMo «boggdbodg@o
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M9bovydg

056599060Mm39 OMBE™M3560  F03MMLYMH30LIo  5MJoBg]BHIMYd0, Tobgsgzs oo
dmgdbomdoby s dsLEHd0MYBIEMIOLS, BA0MOE 9fYwgds MMM 453Mm39390L, OMAMMOES
RO0 bs639H900, 35350 MO FoMEbo s LOLEJIOL SMB3OHMYBMBOMYISO J3939. b LEHIGS
03393L Jombolb 0bg0bgMool, Hmame s DevOps-ol 36mogEomwo 89ommob, 3sdmygbgdsl Google-
ob ,Online Boutique® 53¢035300L Fsgowombg, GMIgarog gobarsgqdmwos Google Kubernetes
Engine-%g (GKE). Chaos Mesh-ols 50mygbgdom Bo@scgdmeds 9Judgemodgbdgdds (CPU Hog,
Memory Hog, Network Latency, Packet Loss) go9ma3c0bs 300@03mwo Lolvl@ggdo, 350 dmeol
,bmdo  dsEbo”, IgblogMgdol  sdmfm@zs (OOMKilled) ©s 500509335310  timeout/retry
099960%bdgd0. Prometheus-ols s Grafana-ll 99939mdom sBmdowo KPI-gdoom (3sbvbol o,
993003900l bLobdomy, CPU/dgblogMgdol dmbdscmgds) s Locust-ob 8096 Lodwaromgdwyero
9dbdsm9de0ol GHM9x3030m, obbmmEogwrs LobEgdol m3E0d0BsE0s. gU dmosgs Horizontal
Pod Autoscaler-ols (HPA) 6969350, GgLwyelgdol ¢rodo@gdol 306M9d@omgdsbs s timeout/retry
9999603900l gode0gMgdsL.

39689mMgdomds  9Ju39MH0T963HJOTs B39 LOLEBHYIOL  FYMHMOOL  LEGHIGHOLEH03NMS©
36003690 m3560 20FxMdGLGds, Moz boBL MUzsaL Jombol 0bsgobgMool, Gmymes DevOps-ob
39699ymxrgwo bsfowol, 3603369wmdsl. LEHsG0s 2300935DMIL 3ModBHozrw M93mI9bEs30gdL
LobEgdol LEbMMBdOL YodwogMgdols s SDLC-8o Jomliol 0bgobgMool 0bEgamomgdolmgol.

U53356dm bo@yggdo: Jombiol 0b70bgMmos, Jo3MHMLYM30Lgd0, Kubernetes, DevOps, Prometheus,

Grafana.
1. Bglssgsgmo.

90360mlgM30LEo  5OJoBIIGINJIOL BMET, bl WOWBELIMZE gocgdmdo,
GymO03ss Kubernetes, 360936903650 90bsM@0s 3GMaMsdmeo bobEgdgdol dmgbowmds s
9513 @009 MdS. MI35, Fomo Jobsforgdmmo 3969ds, HMMEO ITMIOEIOMEGOIOO ©S
39390039690 BH9dbmemaom®o bEgzo (8., Go, C#, Python) Jdbol godm()39390L, GrmymMogss
dcermEbgyero bam3z9bgdo, 39L3sMMo dsdEbo s ,BMdo TsmEbol” 8gbmdgbo, ®mIgwos
5000300 IMboGm®mobaol dgomgdom dbgws  godmzmgboos. Jombol 0bgobgos,
(39003 09309306039 Netflix-ols Joge 296300050, §300535HMBL 3OMJE0w oML,
boog obBOmL godmfizgmeo bo®zgBgdo (Top., CPU-U gomo@30Mmags, Jugwol sy300690s)
L53Ogdsll 0dEg3s 49dM3w0bal LobGgdol LmbBo HodGHowgdo, o3 DevOps gmbogdls
9b3s69ds  LobBHYIOL  BObEMMBOL 4930 gMYdsdo. LEIGH0S 0333l Jombol  0bgobgMools
390mygbgdsls Google-ols ,,Online Boutique® 53035305%g, Kubernetes-ol 569dm8o. ,Online
Boutique® s®0ob @05 30000, 3M535¢3mI3MbgbEH0s60 gargd@®H™bMo 3mIgHool dWwoGBMOTs,
Mmdgeroi 990303L 11 dozmmbg®zoll, dso dmeol frontend, productcatalogservice, cartservice o

recommendationservice. 33¢930l dobbgdoo:
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e LoLEBYAOL BoOMEo LOLYLEBHIIOOL godmzwgbs Chaos Mesh-ob s9mygbgdoom.

e 30BbMdM030 M3EH0T0Ds309g00L FobbmMEogwgds, oo dmemolb HPA-Ls s timeout-gdol
230X Md9LYOS.

*  305d3H03Mwo 6930396 s(30900L 909359905 DevOps gmbgdoliomgob.

e UEoGos 0ygbgdl 9gd3oMome  dmboigdgdl Prometheus-ob, Grafana-lUs o Locust-ob
09039md0m, Moms  sB39bMb, v OMYME  5d0gMdL  Jombol  0bgobgmos  LobEgdol
0003M50MdsL s byl Mgmdl SDLC-0b gov9dx mdqligdsl.

2. 3900MEOMEMYOS.

33935 Bos@ots Google Kubernetes Engine-bg (GKE), ,Online Boutique® 53qn035:300L
399myg9bgdom, MmIgmon FoMdmoygbl ©os 3mEol, 9M035¢3md3MbybE06 gwgd@mmbmewo
30039MH 300 3eoGBMOTSL. 53¢0035300L 39EgOMYgbo Ggdbmemyom®o bidgzo (Go, C#, Python,
Node.js, Java) @5 00090 ©93m30093999d9d0 (gRPC, HTTP) sl 00095096 md0gd@o© 99393L
Jombol  0b70bgHoolmzol.  IgommEmyo®o BsMBm dMmoEs3s Mmmb goBol:  LsdsHolm
oboobo:  LobGgdol Lsfgolo AEaMIsMgMdOL  AsBMI3s> Prometheus-obs o Grafana-U
259mygbgdom.

KPI-gd0: 3sbmgbol G (Latency), dg3omdgdol LobdoGg (Error Rate), CPU/dgblogMgdols
dmbdoMgds.

Locust-00) o306 9dvwo 0gem 8cmdbdsmgdwol GMsgozo (500 dmdbdsmgdgaro, 10 RPS).

Jombol 9du3gm0dgb@gdo:

Chaos Mesh-ob 9590yg69300 Bs@o®s mmbo Godol gjudgodgb@o: CPU Hog: frontend-bg CPU-
b 80%-0560 gooG300H™M3s 5 ool 4963s3wmdsdo.

Memory Hog: 3g9blog®gdol bgermaba®mo Loglo (500MB), 65053 godmofjgos OOMKilled frontend-
do.

Network Latency: 500ms-0s60 033056905 recommendationservice-ols dmmbmgbgdby.

Packet Loss: 10%-0560 353930l 05356935 cartservice-ologob.

000M9wo  gJudgModgbBHo  goaMdgms 10 (oo, 3 9odgmegdom  LESEGHOLEH03WOO
LoBMLEBHOLMZ0L.

™33H0d0bogos:

HPA-U sbg6p3s: Autoscaling CPU-U 70%-056 ©03560bg, 806008 2 300, dsgdlodma 5.
M9LOLYOOL 3MM9gE0Mgds: frontend-ols gblogMgdol rododo oobots 1GB-0¢y.
Timeout/Retry 89Jo60%8900: recommendationservice-ols timeout gsobss 1 (j8-89, ©sgdsds 3
retry 93Q9wmds.

35C0I(30:

3963gmOmgdomo  gdudg@odgbGHgdo  Mm3EGH0doBoMgomwr  LobBgdsbg KPI-gdol  33wowgdgdol
d9Lox30L9ds.

9mbs390ms 965¢r0Bo 9x8MdbgdmEs MoMm©abmd®mog (KPI-9d0ol (33¢0¢gdgd0) s 30L9d6M03
(LoLEBYAOL J3930L 3MBEBHIJLGHIS MO TggsLYds) BoEPMIYBL. Istio godmyqbgdmewo ogm Jugwrols
dmboGmMobaolm3zol, bmem Locust-ds 2b6mb3gumym BEsd0wmMo o@G30OHm3s.

3. Ay genmds.

330930L 39939005 359m3¢0bs, ®mA ,,Online Boutique“-ol sH503E030BoMYdMo 39MOLOS
dmfyzamoo  ogm  bbgoslibgs GHodol boggBgdol dodsdm. ,Bmdo dsGibol” 19bmdgbo,
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39bLo3Mm®gd0om Memory Hog 9Ju3960d9b@do, 563965, ®md frontend dosgzs 99300 IgdL
99006900 96 Ml 06xm®mIszool Jofmgdom, M3 LEBIOEHMo ImboEmOmObyol
393039000 (959, Error Rate) o6 Bsbs. gl bobl vligedls dowswro mbol SLI-gdol (Service Level
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HPA-b 99b0w©39d0 658396900 ogm CPU Hog 9Ju3g6H0dgb@ddo, Loz 9655009335¢w60
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99d560D8700L 353053 gl 3OMBdErgds 3609369cm3bs Fgsalwdwyds.

5303000909 gdgdolL  2oblbgogzgdmwo  dEYMIMds  godmgwobos Packet Loss 9Judg-
60d9b@do. 3M0G03Mwo  byMgzobol (productcatalogservice) bo®gg®Hds godmofjzos dgolog®o
93095305, bMwm 5G930M0E03)wo recommendationservice-ols bo®ggbds qo00dGHowes Circuit
Breaker 9sd¢mbo, Gog LobEgdolb m30005330L d9doboBdol Bodsbos. gl sB39693L, MM Jomliols
065069605 965  dbmerm©  LobMLEBIIOL, Mg  LoLEJIOL dwogh TbsMYdLSE  93ebL.
39D0©03900: 33e935 899M0xBOYRS GODO 53000353000 (,Online Boutique®) s GKE go6gdmmo,
53 B3l 99093900l 356DMASgdsL. dmbsigdoms 9ol (dsy., Redis, SQL) 96 4969 Lg®30Lgd0L
(059., API-gd0l) bo03gHgdo o6 gobbowrs. Lsdmdsgwm 33w9390ds bs dgobffsgerml:
9b539005 M0l bo®3z9H9d0: dmbsigdoms 35Bol JovizmIemdol 2o3wgbs.

MBOBOHPHBMGOOL Jombolb 0b50696M0s: RBAC 56 DDoS Lzgbs®gdol ¢glGotmgds.
Service Mesh: Istio-Us 3 M5@®d0L 3m03 03900l sbserobo.

4. 9g00939%0:

LodSBOLM sbsEobO:

3obbol oMm: “50ms frontend-olomgolb (500 dmdbdsmgdgero, 10 RPS).

d9300md900L LobdoMg: <0.1%.

CPU/9gblogeqds: Bogwarolbdgzo arodo@gdol gsmawrgddo (500MB frontend-obmgols).
Jombol 9du3gm0dgb@gdo:

CPU Hog:

CPU-b 80%-0560 g50533060m35 3590300 3sLw9bols @OHmol bés 200ms-3qy.
398m3e0bs HPA-L s65619gdmdol godm b3oeomgdol 653wgdmds.

Memory Hog:

500MB dgbbogMgdol LGMglds 3sdmofjzos OOMKilled frontend-do.

B30 35OEbo“: LobEYTsd dosfms J9gdoMgdmo, SOIOWO 0bGMEOTs30s.
Network Latency:

500ms-0560 3006905 recommendationservice-bg godmofjgos UX-0l ga®e@s3os.
Timeout-gd0l 65300900358 go5v9o69gls d93MA700L JoMrn3s.

Packet Loss:

10%-05605 3539@0L 5356350 250m0fj30s cartservice-ol 3o135MO botzgbgodo.
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Circuit Breaker-0s 503335 Lol@gds 5653600303290 Lyez0L900Lm30L.

M3&000Ds300lL d9099d0:

HPA-b @©369635: 35Lvgboll ®m bGosdowoboms ~60ms-bg LEGGmgLol 4393, CPU-U 70%-056
b3zsmbg autoscaling-oo.

MabOLYdOL 3MOgJBH0M9ds: frontend-ol IgbLogMgdol odoEol 4oBMEsd (1GB) sdmxubzms
OOMKilled.

Timeout/Retry gomdxmdglgds: recommendationservice-ols timeout-ob (1 (@) o retry-ol (3
9309w Mds) 53053 b LOLEBHIIOL LESOOIMOMBS.

d930m3900L 93H03900: M3EH0T0B300L 39809y Error Rate gobs ma36m 50093353w960, Mo
3bb3s LOLE IOl MrYgoE AEYMIIMYMISL.

5. s1333bs.

Jombiol 0650696M00lL 450mygbgdsd ,,Online Boutique-ol dogocomby booers sB396s, H™A gls
99000 9839JGHVIM® 53wgbl B LoblBHdL, CMIWGOOE GHM9OE0YIEo dmbo@memobyom
39m0PRbg390 MHBYds. 259Mm3wgboo 3HMdYIxd0, MMYMEOOESS ,BmBo doMibo®, HPA-U 99b0wvo-
3900 o timeout-goolL 653w gdmds, JoBbMdM030 Mm3GH0d0bsgogdom (HPA, Gglwm®dlgdols 30699~
G0Mgds, timeout/retry) 359mbfieMs, M35 2odmofi305 LobEgdol MO MOOL bGSEHOLEGH03MMS©
3603936900 m3560 gogdx mdgligds.
365gGo3meo M93039bsizogdo:
gse2bol 0b5069Gool 0bBgac0698s SDLC-Jo: 693wsreno  9dudgmodgb@gdo LosGgb@dm ©s
Do6mBmgdol gogdmdo.

&2965l980L Js60035: 933060 2obLEBOZM™WO requests/limit 3o6539EHM9d0 Kubernetes-do.

SLI-980b 3506353985 Timeout-gdob, retry-9dols s Circuit Breaker-ols 3mbo@m®mobgo.

Aa7bercragontro  bAgz0l 35035¢00bhobgds: bsr3gbol  GHodol dmeygds 53¢035300L dos
399960390y (95y., .NET Garbage Collector).

Ls3mdsgem 3genggzs:

dmbs3gdms dMol (Redis, SQL) batggbgdol sbsgrobo.
MLBOFOHDHMYOOL Jombolb 0655069600 (og., DDoS, RBAC).
Service Mesh-ob (Istio) @ Ms@®d0L 3m0303900L dglfogwms.

Jombol 0655069605 5@alEMMIIL 15308 VOMYdIIGdSL, Mm@ DevOps-ol 3sbgmggero
bsfoo, s byl »figmdl MmaGm Lsbm s 3MHMPbMBOMYds©O VOHBdM3560 LoliEgdgdol
99gabobs.
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Abstract

Modern cloud-native microservice architectures, despite their flexibility and scalability, often face
complex challenges such as latent failures, cascading errors, and unpredictable system behavior. This
article explores the application of chaos engineering, a proactive DevOps method, using the example of
Google’s “Online Boutique” application deployed on Google Kubernetes Engine (GKE). Experiments
conducted with Chaos Mesh (CPU Hog, Memory Hog, Network Latency, Packet Loss) revealed critical
vulnerabilities, including “silent failures,” memory exhaustion (OOMKilled), and inadequate
timeout/retry mechanisms. Using KPIs measured through Prometheus and Grafana (response time,
error rate, CPU/memory usage) and simulated user traffic via Locust, system optimization was achieved.
This included implementing the Horizontal Pod Autoscaler (HPA), adjusting resource limits, and
enhancing timeout/retry mechanisms. Repeated experiments demonstrated statistically significant
improvements in system resilience, underscoring the importance of chaos engineering as an integral
part of DevOps. The article provides practical recommendations for enhancing system reliability and
integrating chaos engineering into the SDLC.

Keywords: Chaos Engineering, Microservices, Kubernetes, DevOps, Prometheus, Grafana.
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